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Abstract

An overarching mathematical framework is pro-
posed to describe entire mineral particle pre-
cipitation processes including multiple poly-
morphic forms and ranges of temperatures.
While existing models portray individual phys-
ical phenomena, the presented approach incor-
porates a diverse set of the physical phenom-
ena simultaneously within a single mathemat-
ical description. The liquid and solid phase
dynamics interact through coupling an aque-
ous ionic equilibrium-chemistry model with a
set of population balance equations and a mix-
ing model. Including the particle physical phe-
nomena nucleation, growth, dissolution, and
aggregation together within a single frame-
work allows for the exploration of non-intuitive
and non-trivial coupling effects. To validate
the proposed framework, the CaCO; system
and results described within Ogino T., Suzuki,
T., and Sawada K., 1987 were utilized. The
proposed framework captures general trends
and timescales, even while being constructed
of relatively basic physical models with ap-
proximations and known uncertainties. Inter-
polymorph coupling effects, which were found
to be important in the validation system’s evo-
lution, and dynamics within each polymorph’s
particle size distribution are captured by the
framework.

1 Overview and Scope

Historically, the investigation of mineral kinet-
ics has primarily focused on isolated phenom-
ena such as specific particle growth mechanisms
or nucleation-rates at particular sets of condi-
tions. Our approach provides a synchronous de-
scription of particle size distributions, aqueous-
phase ionic equilibrium-chemistry, and physi-
cal processes that simultaneously effect both
phases through a single, overarching theoret-
ical framework. Physical properties captured
within the framework include the solution’s su-
persaturation states, polymorphic abundances,
mixing extents and growth, dissolution, nucle-
ation, and aggregation rates. Such comprehen-
sive understanding is necessary due to the non-
obvious and pervasive coupling between indi-
vidual phenomena. Seeking to capture particle-
size distribution (PSDs) based physical phe-
nomena such as Ostwald ripening, similar to
Steefel and van Cappellen! and Noguera et al. 2,
the quadrature method of moments (QMOM)
is implemented as a computationally efficient
mathematical method to achieve this goal.
The work presented directly addresses the
coupling between multiple processes including;:
aqueous-phase ionic equilibrium-chemistry, si-
multaneous presence of multiple polymorphs,
nucleation rate of each polymorph, interfacial
tension that depends on temperature and nano-
scale effects on physical properties, and time-
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history of PSDs as they change due to growth,
dissolution and aggregation. Tracking multi-
ple polymorph PSDs permits interpolymorph
effects on nucleation, growth, and aggregation
to be explored. Maintaining PSD for each poly-
morph population allows size dependent phys-
ical phenomena to be accurately described. A
simplistic model was incorporated to account
for the finite mixing rate of ion streams, in or-
der to provide a preliminary investigation of the
possible effects of overlapping time scales.

The experimental results of Ogino et al.® have
been selected for validation of our framework.
Ogino et al. presented experimental results for
the evolution of a supersaturated system of
Ca®" and CO,;*" ions and resulting CaCO, pre-
cipitate. This system was created by mixing
0.25 L of a 6.07x1072 M calcium chloride solu-
tion with 0.62 L of a 1.30x10~2 M sodium car-
bonate solution in a 1 L vessel. While these re-
sults are for a mixture at relatively high super-
saturation, the resulting short timescales (ap-
proaching system equilibrium within hours) al-
lowed for well controlled experiments over a
range of temperatures. These time scales are
far shorter than those commonly studies in
oceanic and geological environments. Most im-
portantly, the system demonstrates a complex
coupling involving four CaCOj polymorphs,
with the amount of each polymorph displaying
significant evolution through time. It is specif-
ically the temporal profiles of the ion-activity
product (IAP) and the volumetric polymorphic
abundances, both traces given for multiple tem-
peratures, that provide a comparison for vali-
dation of the proposed framework. Experimen-
tally, Ogino et al. measured the TAP with a
glass electrode and a calcium ion selective elec-
trode, while the polymorphic abundances were
found using x-ray powder diffraction and scan-
ning electron microscopy.

The unifying framework described here re-
lies on models of isolated phenomena, combin-
ing them as building blocks of the framework.
The scope of the research is confined to the de-
velopment of the framework itself and not the
development or improvement of the fundamen-
tal/isolated physical models. When considering
models for individual phenomena, only a mini-

mal description is included. Many phenomena
in CaCOg systems are known to have compli-
cating features such as the effect of the ion ra-
tio on growth rates of calcite,*" pH effects on
the growth and dissolution rates of calcite and
aragonite,® ! direct transformation from amor-
phous CaCO; (ACC) to vaterite!’'? and the
possible non-classical nucleation of ACC.31?
While acknowledging these complicating fea-
tures, the purpose of this paper is to demon-
strate how coupling multiple phenomena, each
described simplistically, can provide accurate
results. More advanced models for individual
phenomena could be easily integrated into the
framework if desired. Complex solutions con-
taining substances such as alcohols and chem-
ical additives that affect CaCO4 dynamics are
not currently considered and limited the vali-
dation data set selection.

A hierarchical approach was taken for organi-
zation with multiple levels within the proposed
framework. Each level is composed of individ-
ual elements, which themselves may be com-
prised of a grouping of elements from the level
below. When the effect of mixing on reaction
is coupled to the system, it must be the upper-
most level of the framework in order. For the
aqueous-phase it is clear that the composition is
controlled by the degree of mixing — whether the
local composition should reflect the unmixed
carbonate, unmixed calcium, or the stoichiome-
tery at some intermediate degree of mixing. For
the solid phase this may be less clear. However,
while turbulence performs its mixing effect on
the aqueous species, it is also pushing around
the solid phase precipitate. These particles fol-
low the flow like tracers and must be evolved in
a way that reflects the local environment.

Although it is in the uppermost position, the
mixing model contributes as a secondary effect
for our validation system and as such is de-
scribed last - in Sec. 2.4. Down one level into
the framework are the coupled phenomena of
equilibrium chemistry and time-evolution of the
PSD for each of the four polymorphs. This cou-
pling is “two way” in the sense that the chem-
ical equilibrium is dependent on the amount of
material not currently in a solid phase, while
the equilibrium chemistry determines the su-



persaturation, which is the primary driver for
changes in the PSD. The equilibrium chemistry
is described in Sec. 2.1, the time evolution of
the PSD is described in Sec. 2.2, and the math-
ematical coupling of the equilibrium chemistry
with the evolution of the PSD is described in
Sec. 2.3. Down another level into the framework
are the multiple phenomena that contribute to
the evolution of the PSD including: nucleation
in Sec. 2.2.1, growth in Sec. 2.2.2, dissolution
in Sec. 2.2.3, and aggregation in Sec. 2.2.4. In-
terfacial tension is a critically sensitive param-
eter in many of the physical models, so this
parameter and its uncertainty are described in
Sec. 2.2.5. The complete theoretical framework
results in mathematical equations that can only
be solved computationally. As such, results
from direct calculation of the framework are
presented in Sec. 3.1. The possible effects of al-
terations to the model are discussed in Sec. 3.2
and comparisons with the experiments of Ogino
et al.? in Sec. 3.3.

2 Theory

A brief overview of the validation system will
be given before delving into framework details.
The initially highly supersaturated CaCOjy sys-
tem evolves dynamically as aqueous ions pre-
cipitate into carbonate polymorphs accompa-
nied by the transition from one polymorphic
form to another through dissolution and re-
precipitation processes. This system is created
by mixing two aqueous streams, where one con-
tains Ca*" ions and CO,*" ions are in the other.
The initial step of the system’s evolution is the
formation of ACC. Next, depending upon sys-
tem conditions, the metastable polymorphs va-
terite and aragonite become favorable. Lastly,
the system transitions to the formation of cal-
cite, the most thermodynamically stable form
of CaCQOsj, and its Ostwald ripening. While
those steps towards system equilibrium provide
a general description of the process, in reality
they largely overlap and are highly interdepen-
dent both between polymorphic forms and the
physical phenomena occurring for each poly-
morph.

Each polymorphic form has its own bulk
phase supersaturation value upon which its par-
ticle dynamics depend, yet the respective su-
persaturation values are all interrelated through
the equilibrium chemistry. Initially, each poly-
morph’s bulk phase supersaturation is high —
causing nucleation to be the dominant pro-
cess. Nucleation and subsequent growth quickly
deplete the concentration of ions in solution.
Simultaneous dissolution of less stable poly-
morphs and growth of the more stable then con-
trols the long term system dynamics. Stated
another way, the system is a strong exam-
ple of Ostwald’s step rule!® in which initially
less-stable forms of the mineral grow quickest,
then as the supersaturation for these less-stable
forms drop, they transfer mass to more sta-
ble forms.'” Concurrent with growth, particle
aggregation results in a greater abundance of
larger particles while depleting the population
of smaller sizes.

2.1 Equilibrium Chemistry Ap-
proach

Kinetic reaction rates for the ionic chemistry
are assumed to be very fast compared to par-
ticle solid phase processes, hence an equilib-
rium model is employed for the liquid phase.
The open-source software toolkit Cantera!® was
used to calculate the ionic-aqueous equilibrium
chemical activities. Cantera includes tempera-
ture dependent chemical kinetics and thermo-
dynamics as well as Pitzer relations.

Ogino et al. computed TAP as a function
of time using a BASIC computer program
combined with a temporal signal from a pH
probe. The BASIC code was based on a chem-
istry model developed by Plummer and Busen-
berg!®. When re-implementing the computer
model coded by Ogino et al., the simulated re-
sults do not match the published theoretical
values. Fig. 1 shows the re-implemented Plum-
mer and Busenberg model was consistent with
the data reported by Ogino et al. when an error
was included corresponding to reversing the re-
action direction of calcium carbonate complex,
CaCO;°, formation.

The hypothesis that the data reported by
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Figure 1: Comparison of the full CaCO, aqueous ionic-chemistry model developed by Plummer
and Busenberg'? with (solid lines) and with a modification that reverses the CaCO;° equilibrium
expression (dashed line). The left plot compares Ogino et al.?’s TAP data (circles) with both models
over a temperature range of 25 to 80°C, demonstrating that model with a reversed equilibrium
expression was likely implemented. The right plot compares calcium concentrations measured by
Gebauer et al.'3 (squares) with the two models over time and demonstrates that Plummer and
Busenberg’s model agrees with recent experimental results.

Ogino et al. needs correcting is strengthened
by the right plot in Fig. 1, which shows bet-
ter agreement between the standard chemistry
model with experimental data from Cantera
prior to the precipitation event than the model
with the reversed reaction equilibrium. While
this error effects the IAP values, it has no impli-
cations on time-scales and particle population
statistics. A simple correction can be applied
when processing the experimental data. Corre-
lations through the extent of reaction relating
Ogino et al.’s apparent model to data produced
in Goodwin et al.'® can be observed in Fig. 2.
These correlations will be utilized during frame-
work validation.

CaCOy solid phases being considered, in or-
der of increasing solubility, are: calcite, arag-
onite, vaterite, and ACC. The supersaturation
ratio, S;, of a given CaCOj4 polymorph, indexed
7, is calculated using the equilibrium solubil-
ity product, [CaCOyg],,.;, With the activity of
the aqueous-phase calcium carbonate, [CaCOs].
Temperature-dependent solubility-product cor-
relations for the crystalline polymorphs and
ACC are found in the literature. %20

2.2 Time Evolution of the
Particle-Size Distribution

The mathematical technique to describe the
time evolution of a PSD is referred to as a pop-
ulation balance equation. This method, pop-
ularized by Randolph and Larson,?' generally
allows the number distribution of particle prop-
erties (such as size) to be evolved both spatially
and temporally. Commonly used within the
crystallization community, population-balance
equations have been shown to accurately track
crystal populations for similar situations.!?%23
An approach recently presented by Noguera
et al. 224 transports the time-histories of a par-
ticle population. Such a method is valuable
for precipitates whose compositions vary with
time, but unnecessary for processes that lack
variance of that variety. Such methods would
also be computationally more expensive than
population balances for the current implemen-
tation. Reactive transport modeling, as de-
scribed by Steefel et al.,?® provides a holistic
method of tracking mineral processes, but lacks
the ability to evolve the characteristics of par-
ticle populations.

Within our population balance, the following
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Figure 2: Comparison of TAP traces over the
full range of reaction extent at 25°C and 50°C
calculated using an aqueous ionic equilibrium-
chemistry model presented in Plummer and
Busenberg!® (downward pointing and upward
pointing triangles), Plummer and Busenberg’s
model with reversed CaCO;° equilibrium ex-
pression (solid and doted lines), and using
Goodwin et al.'® (dots and stars). Chemical
composition presented in Ogino et al.3 utilized.

simplifications were made. Based on the sys-
tem setup of Ogino et al.®, any spatial varia-
tions have been relegated to the mixing model
(Sec. 2.4). Additionally, an assumption is made
that greatly simplifies the description of the
PSD. This assumption results from two obser-
vations: first, that aggregation has a second-
order effect in this system and second, that
most often the polymorph in greatest abun-
dance has significantly more particles than any
other polymorph. Based on these two observa-
tions, we neglect any cross-polymorph aggre-
gation as a higher-order effect and can then
describe the system with four separate PSDs
— one for each polymorph. In general particle
systems this approximation may not hold. For
the case studied here, these two observations
are justified, see the results in Sec. 3. There
is another way to consider this assumption —
that even if cross-polymorph aggregation were
to occur, the particles are still accounted for

in the mathematical description as individuals
and most of the error should then be attributed
to the growth rate model.

With this assumption in place, the resulting
equation for a PSD, n, as it evolves in time, ¢,

914 D iG] = Ba(r) + A, (1)

where GG is the growth rate (also representing
dissolution if it is negative), r is the internal
coordinate representing the radial size of the
particles, By is the birth rate due to nucleation
(also representing dissolution death if it is nega-
tive), and A is comprised of the birth and death
rates due to aggregation.

Rather than model the entire distribution of
particle sizes, we have selected to utilize the
method of moments. In precipitating systems
with a small variance and a mean particle size
that changes by orders of magnitude, simple
sectional methods become inefficient. This in-
efficiency is due to the small discretization step
sizes required to resolve the narrow PSD and
the large number of discretization points re-
quired to span the size space. For moment
methods, only a desired set of lower-order mo-
ments are solved, greatly reducing the num-
ber of calculations required. Moments contain
the information necessary to calculate the mean
and variance of the PSD as well as many other
distribution properties. This method is accom-
plished by starting with the population-balance
equation and transforming it into moment form,
i.e. multiplying Eq. (1) by r* and integrating
over 7, where the o' radial moment of 7 is de-
fined as m, = [;°r*ndr. At this point the
equation for the time history of the moments
can be written as

om,

_ > a—1 e
Er a/rc r“G(r)ndr
o . (2)
/ r*Bx(T) d7‘+/ r*A(r)dr,

where r. is defined to be the smallest ra-
dius at which particles are considered part of
the system. Equation (2) generally requires
a closure method due the integration of the
growth and aggregation terms, which depend



on an unknown distribution, n. The quadra-
ture method of moments (QMOM), introduced
by McGraw,?¢ allows for closure of these inte-
grals. This is done by approximating the inte-
gral by Gaussian-quadrature with its associated
weights, wy, and abscissae, Ry, for each quadra-
ture node k = 1,2,..., N. These weights and
abscissae are defined such that they satisfy the
lower-order moments:

N
ma:Zkag, fora=0,1,...,2N — 1.

k=1

(3)
Originally derived by Gordon,?” the product-
difference algorithm can be used to solve for the
weights and abscissae given the moments. With
the quadrature approximation for the growth-
rate integral, the QMOM form of the equation
is

dmy,

dt

N
—a) wpRyT'G(Ry) = By + Ao, (4)
k=1

where the nucleation-rate integral, By, =
frio r*B(r)dr, and the aggregation-rate inte-
gral, A, = [Zr*A(r)dr, are solved accord-
ing to the discussion in Sec. 2.2.1 and 2.2.4.
Eq. 4 can be evolved through time. For initial
conditions, a uniform distribution of 10* par-
ticles around 4 x 10~2um in diameter for each
polymorph was assumed. This initial distribu-
tion is necessary for stability of the calculation,
but it was ensured that this minimal number
of initial particles did not effect the PSD evolu-
tion beyond ~ 10~ minutes because nucleation
quickly overtakes this distribution. The size of
particles in the initial distribution is roughly an
order of magnitude larger than the initial nucle-
ates, but this is required so that these particles
do not dissolve out of the system before it be-
comes numerically stable.

2.2.1 Nucleation

The classical nucleation-rate implemented, J,
takes the following form:

J = zk;C(1)Ce(ic), (5)

where z is the Zeldovich factor, k; is a rate
coefficient for molecular growth of a cluster,
C(1) is the number density of single precipi-
tant molecules in solution, and C,(i.) is the
equilibrium-based number density of clusters at
the critical size.?® The embryonic-cluster size
distribution is modeled as a Boltzmann distri-
bution. When solving for the embryonic-cluster
size distribution, the Gibbs free energy of the
cluster, G, must be first solved, which is set rel-
ative to a single molecule in order to maintain
self consistency 2529

AG(i) = —kpTIn(S)(i — 1)+

(36m12) 30 (323 — 1), (©)
where v is the molecular volume and o is the in-
terfacial tension. This change in Gibbs free en-
ergy describes the energy loss due to increased
volume of the new phase versus energy gain
from the enlarged surface area of the interface
between phases. The Zeldovich factor®® helps
correct for the fact that the Boltzmann distri-
bution assumes equilibrium, yet nucleation oc-
curs due to deviations from equilibrium. Katz3!
provides an alternative viewpoint on the embry-
onic cluster distribution.

There are a variety of expressions for the
forward reaction-rate coefficient, but two
forms commonly used and that were explored
throughout the framework development are the
interface-transfer-limited and diffusion-limited
models. 32

Subtleties in the definition of the nucleation-
rate can have significant implications on the
population-balance equation, the nucleation-
rate expression itself, and the coupling with the
aqueous phase equilibrium chemistry. With this
in mind, we carefully word the definition of nu-
cleation rate as the quasi-steady flux of embry-
onic clusters as they grow into particles that
are then tracked by the PSD. For this hand-off
of pre-nucleate clusters to nucleated particles,
we have followed the established convention of
using the thermodynamic critical cluster size,
1, which occurs when dAdcz(i) = 0. Due to the
use of polymorph-specific, size-dependent inter-
facial tension in Eq. 6, as will be elaborated
upon in Sec. 2.2.5, a quadratic version of the




Kelvin equation®® must be solved. The crit-

ical size, written as the number of molecules
in a cluster, must correspond to the PSD do-
main boundary, r.. We relate the two through
an assumed spherical shape (i, = 3272). Also,
when a particle nucleates and begins to be ac-
counted for within the PSD, the molecules com-
prising that particle can no longer contribute to
the molecular concentration in solution and the
equilibrium chemistry is updated to conserve
mass.

A secondary heterogeneous nucleation mech-
anism?>? was also explored. Secondary heteroge-
neous nucleation allows for nucleation on parti-
cles already present in the system and intro-
duces additional unknown model parameters
such as the contact angle at which one poly-
morph nucleates on particles of each of the
other polymorphic forms, and the density of
nucleation sites for each polymorphic form. A
discussion of the implications of heterogeneous
nucleation is included in Sec. 3.2.

The quasi-steady nucleation model assumes
that the distribution of pre-nucleation clusters
is fully established. This is certainly not true
for infinitely fast mixing and may not be accu-
rate for finite mixing rates. When the Ca®" and
CO,*" containing solutions are mixed, individ-
ual CaCO4 molecules are formed and the distri-
bution of embryonic clusters evolves toward its
quasi-steady state. For timescales near the mix-
ing rate, the embryo distribution will be more
heavily weighted to smaller sized clusters. The
period of time before reaching the quasi-steady
nucleation-rate is referred to as the time lag
or induction time. Transient nucleation models
describing nucleation during the ramp-up pro-
cess (examples of which can be found in Kelton
and Greer*) have been investigated. The most
well known model is that by Kashchiev,?3?

J(t) = J[l +2) (=) exp(-m*=)|, (7)

T

where 7 = 4/2*7%k;N(1) is the induction
time.3® The nucleation ramp up was only in-
vestigated for infinitely fast mixing. There is
currently no theoretical model for simultaneous
finite mixing rate and nucleation time lag.

With the physical theory of nucleation
in place, it must be incorporated into the
population-balance equation. The physical de-
scription above implies a boundary condition
flux, but this is mathematically equivalent to
a delta-function source term at the boundary.
The birth-rate due to nucleation is then related
to the nucleation-rate itself by

Bx =0(r —1e)d. (8)

The nucleation-rate integral is given as
Bnao = / r*Bx(r)dr = r&J. (9)

Based on the recent progress regarding
the possibility of non-classical nucleation for
ACC, 113 an ideal mathematical description
would incorporate a mnon-classical nucleation
mechanism for ACC and classical nucleation
for vaterite, aragonite and calcite. Currently,
there is no well-established mathematical de-
scription for the non-classical nucleation-rate.
Consequently and in accordance with the scope
of the current investigation, classical nucleation
has been selected as a surrogate for the non-
classical nucleation-rate.

2.2.2 Growth

Particle growth can follow many possible mech-
anisms depending upon environmental and
particle-material properties. Common mech-
anisms include monosurface nucleation, poly-
surface nucleation, screw dislocation, among
others. For a comprehensive review see Dirksen
and Ring3® and Lasaga®’. While many mineral
growth rates are presented as surface area nor-
malized, such rates can be converted into a ra-
dial basis through mathematical manipulation.
Due to large changes in the system’s supersat-
uration, different growth mechanisms may be
exhibited for each of the polymorphs as their re-
spective bulk supersaturations transition from
high to low. A brief review of the mechanisms
considered for the current application follows.
Initially the system is highly supersaturated
with respect to all polymorphs. At this point
the surface growth rate is fast with an unknown



kinetic rate expression, but the overall rate is
limited by diffusion of precipitant molecules to
the surface of the particle.®® This mechanism
is known as diffusion-limited growth, assumes
equilibrium boundary conditions, and can be
described mathematically as

D _

G(T) = E[CaCOS]eq(s - S)? (10)
where D is the diffusion coefficient, p is the
polymorph’s molar density, and S is a ratio
of activities.?® The ratio S is the activity of a
finite-radius particle normalized by the activ-
ity of an infinite-flat surface. Although S is
often assumed as unity, it can be derived from
the Kelvin equation?*33 and results in Ostwald
ripening effects upon small particles:

S = e2o/PRTT, (11)

The diffusion coefficient is assumed to be
linearly dependent on temperature [2.4533 X
1071(T — 273.15) + 4.9467 x 10~ 1m?2s~1].10
The expression for diffusion limited growth,
Eq. (10), assumes a spherical particle geometry.
While this is a good approximation for most
of the polymorphs, aragonite is known to form
crystals with greater resemblance to cylindrical
geometries. A similar diffusion-limited growth
model for cylindrical particles was used,

T Dicacoy (s -5). (12)

Gr) = 61n(2) pr

Within the cylindrical diffusion-limited growth
model, it was assumed that the diameter-to-
height aspect ratio of the crystals is roughly
1:6 and that the concentration boundary layer
of the particles is on the order of the particle
size.

Once the supersaturation ratio reduces to lev-
els closer to S, it has been shown that CaCO,
polymorphs grow by a surface controlled rate,
such as the screw-dislocation mechanism, for
the pH range of interest.4'™*% Singular sourced
screw dislocation can be described mathemati-
cally as

G(r)=K.(S—-S5)> when S>S, (13)

where K, is an empirical reaction-rate con-
stant.4” The multi-source equivalent has a lin-
ear dependence on chemical affinity.4® Each
polymorph has a unique rate constant whose
temperature dependence is incorporated using
the Arrhenius equation due to being reaction
limited.3” Screw dislocation growth constants
for vaterite and calcite were documented by
Kralj et al. 4" and by Romanek et al.*® for
aragonite. While affinity based models for sur-
face controlled rates are widely used, many re-
action rate based models also capture the phe-
nomena well. 4959

Although there is has been a great deal of
research investigating surface defect controlled
growth mechanisms of the crystalline poly-
morphs such as Kralj et al.#}7 and Gutjahr
et al.®!, it has also been found that the control-
ling growth mechanism switches to 2-D surface
nucleation as the supersaturation increases. 652
As described by Dirksen and Ring?3?, while the
supersaturation rises, the controlling growth
mechanism will continue to change until diffu-
sion limited growth is reached. Although all
appropriate growth mechanisms could be im-
plemented within the framework, with the un-
certainty in the selection of a growth mecha-
nism — further complicated by the possibility
of switching from one mechanism to another —
diffusion limited growth was primarily applied
to all three crystalline polymorphs. There is
currently little known about how ACC grows
at similar supersaturation levels. Diffusion lim-
ited growth is judged to be a viable mechanism
for ACC due to the lack of crystal structure and
high rates of growth.

Recently, there has been a great deal of new
research published on calcite growth mechanics.
Papers by Stack and Grantham?®, Gebrehiwet
et al.® and Bracco et al.” have found calcite’s
growth rate to be largely effected by not only
the supersaturation, but also by the ratio of
the ions. The affect of the solution’s pH upon
the limiting growth mechanism has also resur-
faced as an area of intrigue.!® Wolthers et al.??
explored these issues simultaneously and their
model was explored within the framework at
supersaturation values near S.



2.2.3 Dissolution

As the precipitation process advances in time
it displays two phenomena: Ostwald-ripening*
and Ostwald’s step rule!S as it applies to poly-
morphs. In terms of the mathematical descrip-
tion of Eq. (1), dissolution appears twice. First,
dissolution appears as a negative growth term,
G(r) < 0. And second, when a particle shrinks
beyond the smallest size considered in the PSD,
dissolution appears as a death term. This death
is equivalent to a negative nucleation event,
By < 0.

Dissolution in the form of negative growth
occurs for undersaturated solutions (S < 1),
but it may also occur for supersaturation ratios
larger than unity if the particle is small enough
that the size-effect of the Kelvin equation re-
sults in unfavorable energetics. Dissolution
rates within CaCO, systems have been found
to be limited by the growth rate of more sta-
ble polymorphic forms.!"*%5 That being said,
our approach for vaterite and aragonite’s dis-
solution rates is to use the diffusion limited
mechanism, which is the same as Eq. 10/12, in
order to allow aragonite and calcite’s growth
rates to dictate the system dynamics. Kralj
et al. ® reported vaterite’s dissolution to be dif-
fusion limited and Chou et al.® found arago-
nite’s dissolution to be limited by surface ki-
netics. Due to the lack of temperature de-
pendent model parameters presented by Chou
et al.®, diffusion limited dissolution is the best
option available for aragonite. Calcite’s disso-
lution mechanism has been established as being
surface reaction limited for the validation data’s
pH range®°15" and temperature dependent pa-
rameters are available.’

ACC’s dissolution mechanics are still an area
being explored. Some literature suggests that
ACC directly crystallizes into other forms or oc-
curs in combination with dissolution.!"*? Due
to the current ambiguity, diffusion limited and
surface limited dissolution mechanisms with
fitted rate constants were explored for best
timescale agreement and polymorphic abun-
dance trace shape with the validation data set.

Dissolution in the form of a negative birth
term allows for particles to be removed from

the PSD. Historically this death term has pre-
sented challenges for QMOM methods, and re-
cent progress in this regard has been made
by Yuan et al..®® The negative growth type
of dissolution has a primary effect on the sys-
tem under consideration and the dissolution-
death term has a negligible effect. We have
taken a pragmatic approach of selecting the left
boundary of the PSD and specifying a death
rate. The selection of the PSD’s left boundary
must be a value small enough that the speci-
fied dissolution-death rate shows negligible im-
pact on the equilibrium chemistry. Within the
current framework implementation, a particle
radial size of 6 x 10~2um and a respective dis-
tribution weight of 1072 #/m? were chosen to
specify the left boundary. Particles of this size
are orders of magnitude smaller than the sys-
tem’s current critical radii.

2.2.4 Aggregation

Aggregation does not have a primary influence
on the variables reported by Ogino et al.? —
explicitly on the TAP and polymorphic abun-
dances. These two quantities provide a good
measure of the physical state of CaCQOs, if it
is in the aqueous-phase or precipitated as one
of the polymorphs, but do not characterize the
size of the particles. However, in the dynamic
evolution of the system, aggregation can have
an indirect effect on these variables through the
size dependence of growth and dissolution. Ir-
respective of these variables, the degree of ag-
gregation in the system of interest is minor.
Nonetheless, aggregation has been included in
this study for two reasons: for completeness in
the theoretical description and for the flexibility
of this framework in it applicability to similar
systems.

We adopt a QMOM form of the aggregation
term as derived by Marchisio et al.:5

1 N N
~ 3 3\ ¢
Ao m 3 Zw 2 AURs Ry R+ )3 =

N N
> Riwi Y B(Ri, Ry,
i=1 j=1
(14)



where [ represents the aggregation kernel. This
aggregation kernel is the product of a collision
frequency, 5%, and a collision efficiency, ¥.%°
B(ri,ry) = B*(ri, ;) ¥ (15)
A Brownian motion frequency kernel, found in
Elimelech et al.,®' was implemented to capture
the aggregation of the large quantity of small
particles created within the validation system.
While collision frequencies are fairly well de-
fined within the literature, the collision effi-
ciency is an area of research still being explored.
Collision efficiency must be considered be-
cause not all collisions result in aggregation.
Fundamentally, the collision efficiency can be
thought of as the probability that the bond-
ing forces overcome tensile and shear stresses.
Numerically it can range from one, where all
collisions result in aggregation, to zero. A
semi-empirical method introduced by Houn-
slow et al.,*? Andreassen and Hounslow??, Liew
et al.% based upon particle growth rates and
physical strength properties, which has been ex-
plored in recent literature,%%* is used for the
current application.

2.2.5 Interfacial Tension

Interfacial tension plays a crucial role in the dy-
namics of the system. The value of interfacial
tension has an predominate influence on the nu-
cleation rate, is a minor factor in the growth
and dissolution rates (through the Kelvin equa-
tion — affecting Ostwald ripening), and can in-
fluence the aggregation rate. There is wide vari-
ability for reported values of interfacial tension
from the literature. %% The variety of reported
values is likely a result of differing measurement
techniques and experimental methods. These
values are either reported for one set of condi-
tions or averaged, while the framework aims for
validity over significant changes in composition
and temperatures.

With a need for correct values of interfacial
tension, accurate to within < 1% due to nucle-
ation’s sensitivity, we have turned to thermo-
dynamic theory. Characterization of interfacial
tension in an ionic solution that is varying in
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temperature and composition is known to be a
complex problem. The Gibbs’ absorption equa-
tion, Eq. (16), demonstrates dependencies on
the specific excess entropy, SZ, and the chem-
ical potential, u;. Ionic solutions further com-
plicate this description due to the need to un-
derstand the molecular interactions occurring
between the ions in solution and the particles
in order to describe the excess surface concen-
tration, I';.

do = —SPdT =) Tidp (16)

Following an approach similar to that of
Mersmann °, but maintaining the temperature
dependent term, interfacial tension can be ex-
pressed as

o(T,p) =o(To, 1) — Su(T — Tb)—
S[cacog]eq> (17)

0.414kpT (pN4)¥3 In ( -

where T, and p° are the reference temperature
and chemical potential respectively and K is
aqueous equilibrium constant for CaCO; and its
comprising ions. The term 0.414kgT (pN4)*?,
is an approximation of the the excess surface
concentration, as derived by Mersmann.™ A
more precise characterization of the surface con-
centration with adsorption models could be im-
plemented, such as was done by Donnet et al. %,
but is currently neglected. Utilizing this model
allows for two parameters, S, and o(7T,, u°),
to be fit for each CaCO4 form and provides a
model with both temperature and composition
dependence. Other models with similar capa-
bilities exist, such as that of van Oss," but van
Oss’s model requires more fitting parameters.

Although the idea that particle properties de-
viate from bulk-phase properties on the nano-
scale has long been discussed, it has recently
gained traction with the surge in nano-scale re-
search. Size-dependent interfacial tension was
originally modeled by Tolman ™ as

2
azaw(l—ﬁ),
r

where o, is the bulk phase interfacial tension

(18)



and 07 is the Tolman length. A Tolman length
of 0.2 x r; as recommended by Kalikmanov,”
where r; is the molecular radius, is utilized
in the current implementation. The Tolman
length presents another contribution to uncer-
tainty in the results. Determination of this
value is still an active area of research. Size-
dependent interfacial tension causes the prelim-
inary critical cluster size to decrease or the fit-
ted interfacial tension parameters to increase.
This effect creates a greater initial burst of nu-
cleation activity.

2.3 Coupling Equilibrium Chem-
istry and Particle-Size Distri-
bution

Changes in the PSD need to be reflected in
the composition of the aqueous-phase, which
in turn is coupled back to the evolution of
the PSD. In order to accomplish solid-liquid
coupling, changes in both the solid and liquid
phases are related to a reaction-extent variable,
x- This reaction extent is defined as a normal-
ized amount of precipitated CaCOj irrespective
of polymorphic form. The material amount rep-
resented by each polymorph individually is sim-
ply the polymorph’s molar density, c¢;, multi-
plied by the polymorph’s total volume, v;.

47TCJ' /oo
3 ).

This equation assumes a spherical shape, so
special care must be taken for translating this
into a cylindrical interpretation for aragonite.
The total amount of material in the solid phase
is calculated by summing over all the poly-
morphs, and the extent of reaction is calculated
by normalizing the total amount by its maxi-
mum.

4me;
7"377]- dr = —7; Lmg

(19)

Cj’Uj =

_47r

== 3 €13,

j NCaCO4,max

(20)

The maximum, ncaco,,max, is easily determined
from the stoichiometrically limiting ion. Thus,
the rate of change of the reaction extent is
proportional to the sum of rates for the third
moments, which are already calculated in the
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QMOM.
dx

& (21)
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J
With a value for the extent of reaction, the
available amount of Ca?" and CO,*~ become
constraints in the calculation of the aqueous-
phase equilibrium. The equilibrium calculation
then provides the necessary value of supersat-
uration for each of the polymorphs, effectively
completing the phase coupling. Parameterizing
the aqueous-phase equilibrium evolution by a
single variable allows the equilibrium calcula-
tions to be performed separately with results
tabulated according to reaction extent.

2.4 Mixing

Imperfect mixing is often neglected when an-
alyzing precipitation processes. This approxi-
mation seems unfounded since even fast mixing
timescales (1073 — 10! seconds) will be signif-
icantly slower than the nucleation timescales
(1077 — 107 seconds) for CaCO, with high
supersaturation ratios. Thus mixing will be
the rate limiting process. The experimental
system was described as one liter vessels be-
ing mixed with magnetic stirrers and no differ-
ence was noted when a screw propeller-spindle
was used.® A mixing model can be utilized to
capture the effects on the system’s composi-
tion profiles during the mixing period. A more
detailed description of mixing would require
additional information about the experimen-
tal setup and conditions. For the simulations
performed here, a three-environment model ™
was selected with a specified mixing time. The
three-environment mixing model initiates with
two mixing environments, which represent the
two feed streams of the experiment, and then
redistributes these two streams into the third
mixing environment over time. This mixing
model is known to be simplistic because it does
not explore the full spectrum of possible compo-
sitions, but it does capture the most important
implications of mixing. A conservative range of
mixing timescales for the one-liter vessel with a
magnetic stir bar was explored, from 1071102
seconds. Implications of the selection of mix-



ing timescale are discussed in Sec. 3. There is
currently no theoretical model for simultaneous
finite mixing rate and nucleation time lag.

3 Results

To validate and test the predictive capabilities
of the framework described in Sec. 2, we com-
pared our results with those obtained from ex-
periments conducted by Ogino et al.®. Utiliz-
ing the temperature and initial system chemi-
cal composition description provided by Ogino
et al., system evolutions were calculated. Ex-
perimental data was presented primarily in two
forms: the temporal evolution of volumetric
polymorphic abundances and TAP traces. Our
framework can output data in these same forms
by calculating the IAP within the equilibrium-
chemistry calculations and using the evolution
of the third moments to track polymorph to-
tal volumes. Interfacial tension values were
the major source of uncertainty. The frame-
work presented can generate many outputs, not
all of which has corresponding validation data,
that are of interest within precipitation stud-
ies. Such output variables will be discussed
first. Next, examples of framework configura-
tions will be discussed and compared to experi-
mental data. Variation is compared to a canon-
ical configuration. Finally, the chosen system
configuration had parameters for the interfacial
tension equation, Eq. 17, optimized and the re-
sults are analyzed. General system variables
not specified previously are tabulated below.

3.1 General Results

Utilizing a moment method to track the solid
phase evolution of the precipitation system pro-
vides many forms of useful data that are not
being utilized in the current framework valida-
tion, but could be insightful for similar applica-
tions. Evolving the moments of the particle dis-
tribution allows for means, variances, and other
statistics of the particle population to be eas-
ily calculated at any time throughout the simu-
lated temporal period, potentially allowing for
other avenues of verification with experimen-
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tal data. Examples of the available distribu-
tion characteristics provided by moment meth-
ods include the evolution of the number of par-
ticles, average size, as well as size variance as
is shown in Fig. 3 and Fig. 4. The optimized
framework configuration described in Sec. 3.3
was utilized to create these examples. Simul-
taneous tracking of the solid-phase PSD and
the aqueous-phase ionic equilibrium-chemistry
allows for correlations between events in the two
phases as the supersaturation traces in Fig. 4
will be shown to demonstrate.

Both plots in Fig. 3 display an initial period
of nucleation and mixing for all polymorphs un-
til around 107 minutes. After nucleation, the
total number traces level out while the aver-
age radii continue to increase, indicating that
growth with mixing is occurring. An excep-
tion to that trend in noted for ACC, which ex-
periences significant aggregation. Within the
radial standard-deviation plot (Fig. 4) there is
also a distinct upward slope for all polymorphs
during the mixing- and nucleation-dominated
time frame. This slope deviates to downward
once growth takes over as the dominating mech-
anism. The initial standard deviations be-
come larger due to nucleation occurring at a
varying critical size, which itself spans an or-
der of magnitude. Yet, it should be pointed
out that these normalized standard-deviations
are all small, indicating narrow distributions.
The slope in the standard deviation traces are
continually negative throughout periods dom-
inated by diffusion-limited growth. This is
due to diffusion-limited growth being size de-
pendent, causing the smaller particles to grow
faster than the larger particles, effectively col-
lapsing the PSD. In contrast, aggregation based
growth increases PSD standard-deviations. Ag-
gregation based growth primarily effects ACC,
but also vaterite and calcite to lesser extents
(~ 1073-10"" seconds). Comparing the super-
saturation plot with the particle number den-
sity, it can be noted that growth, not nucle-
ation, has a far greater effect upon the sys-
tem’s supersaturation and is the major means
of phase transformation occurring within the
system.

Now focusing on ACC’s radial standard-
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Table 1: Properties used within framework

Polymorph Density ™>76*

Fluid Density

Fluid Dynamic Viscosity
Mixing Time

Turbulent Dissipation En-

ergy
ACC Dissolution Constant

[1.9,2.64,2.94,2.71] x 10° | [g m 7]
998.2 kg m3]
1.002 x 1073 kg s™t m™!]
0.75 8
5000 [J kg
9 x 107° [m s™!]

* ACC, Vaterite, Aragonite, Calcite

deviation and supersaturation curves, its super-
saturation drops during growth. Mixing lim-
its growth between ~ 1075-10° seconds. Once
the supersaturation levels out near a value of
one, the driving force behind the growth is no
longer present. This holds first for the smaller
particles, then for the progressively larger parti-
cles. This correlates with the slightly positively
sloped region in ACC’s radial standard devi-
ation, demonstrating that growth has indeed
ceased and dissolution begun for the smaller
particles. Next, as the region of the PSD
(where there is a driving force for dissolution)
increases, Ostwald ripening results in the large
spike in the radial standard deviation. As
the other polymorphic forms continue to grow
throughout ACC’s dissolution and coalescence,
the entire ACC PSD becomes energetically fa-
vorable for dissolution, and the radial standard
deviation drops off as all of the ACC particles
are dissolved away. Without the aqueous ionic
equilibrium-chemistry model to couple the four
PSDs, dissolution dynamics could not be cap-
tured because the growth of the other poly-
morphic forms is the major driving force be-
hind ACC’s rapid dissolution. The same gen-
eral PSD evolution then occurs for vaterite and
aragonite, eventually leaving only calcite to ex-
perience Ostwald ripening until an equilibrium
is reached. Aragonite’s dissolution does not
have a corresponding drop in the supersatura-
tion traces due to the minimal relative abun-
dance of it present in the system at 25°C.

The average radial-size plot illustrates how
particle removal occurs only after particles of
the represented abscissa have mostly dissolved
and the average radial size is dropping quickly
by that point in time. The removal of particles
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from the system, as mentioned in Sec. 2.2.3,
can be noted in the plot of the particle number
density. The linear downward slope is present
because the non-physical death kernel imple-
mented was specifically designed to have a lin-
ear slope in log-log space. Again, care has been
taken that particles are sufficiently small that
the shape of this death kernel has negligible
effect ion the equilibrium chemistry or the re-
maining polymorphs.

Although particle size characteristics were not
tabulated by Ogino et al., figures containing
scanning electron micrographs photos were in-
cluded. Ogino et al.’s Fig. 5-h depicts va-
terite and calcite particles at 50 minutes under
25°C conditions. The vaterite and calcite parti-
cles shown had radii around two microns, which
the calculated averages are in reasonable agree-
ment. At these same conditions Ogino et al.’s
Fig. 5-e shows ACC particles, seven minutes
into the experiment, to range from around .5
to 2 um. Although this range does not overlap
with the calculated average radii value of ~0.1
pm, being within an order of magnitude was
satisfactory when there is such uncertainty in
the nucleation and growth mechanisms of ACC.

3.2 Alternative Configurations

While the aim of the current approach is to im-
plement a basic framework that is able to cap-
ture the system’s dynamic trends, many pos-
sible alternative configurations were mentioned
within Sec. 2, Theory, and these alternatives
were explored throughout the framework devel-
opment. When choosing the number of quadra-
ture nodes, initial simulations were run with
two and three nodes. Although the results



produced were similar, there were significant
enough differences to justify exploring the use of
more nodes. With four or five nodes, no differ-
ences were noted compared to the case of three
nodes. This corresponds to evolving up to ten
moments of each PSD. Thus three quadrature
nodes were used in framework development and
refinement for computational speed.

Within the nucleation model a diffusion-
limited reaction-rate coefficient was ultimately
chosen for the final framework, but an interface-
limited variation was also explored.  The
interface-limited reaction-rate coefficient pro-
duced results similar to the diffusion-limited
variation and the fitted interfacial-tension refer-
ence points and the excess entropy values were
within 0.01% and 2.0% respectively of the opti-
mized diffusion-limited values. Similar behav-
ior was observed by Lindenberg and Mazzotti.””

The time before the two solutions were con-
sidered fully mixed was also explored. Dur-
ing the optimization process of the final frame-
work, a range of mixing times were surveyed
and a mixing time that allowed for the major-
ity of the mixing to occur prior to 1.5 seconds,
with complete mixing around 5.0 seconds was
selected. This mixing time reduced the vari-
ance between the simulated and validation data
the most, while also being considered physi-
cally realistic. Further comparisons with par-
ticle size distributions and number density, if
available, could lead to greater understanding
of the mixing event. The time lag parameter,
calculated for transient nucleation based upon
Kashchiev3®, was not found to have a notable
effect on the calculated results.

Fig. 5 depicts polymorphic abundances at
25°C and compares calculated profiles with ex-
perimental data extracted from Ogino et al..
The polymorphic abundance data calculated for
Fig. 5 utilized interfacial tension values opti-
mized to fit the 25°C experimental data, with
greater emphasis on the short timescales. The
framework configuration for this figure con-
sisted of aggregation, mixing, and diffusion lim-
ited kinetics for growth and dissolution of all
CaCO4 forms except ACC’s dissolution that
used a kinetically limited rate in the form of
Eq. 13 with the rate constant listed in Table 1.
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This simple configuration captured slopes and
timescales reasonably well to be utilized as a
standard for comparison.

Although the profiles shown in Fig. 5 do
an adequate job of matching the experimental
data, their inconsistencies can be used as points
of comparison with alternative configurations.
These inconsistencies include ACC’s polymor-
phic abundance not remaining near 100% poly-
morphic abundance until ~1.5 minutes, va-
terite crossing over calcite’s polymorphic abun-
dance at ~3.5 minutes, and resultant dampened
slopes. The two most fundamentally signifi-
cant options explored during framework devel-
opment dealt with the selection of the growth
and nucleation mechanisms.

Heterogeneous nucleation is believed to be
present in the system of interest, but the magni-
tude of its contribution is not known. Fig. 6 de-
picts how simultaneous implementation of het-
erogeneous and homogeneous nucleation allows
the calculated system to more closely repro-
duce the polymorphic abundance profiles found
in Ogino et al. including the delays of cal-
cite and vaterite growth, the cross over of the
two polymorphs at around 3.5 minutes and the
general slopes of each polymorph’s volumetric
abundance. The implementation of heteroge-
neous nucleation introduces unknown parame-
ters, which along with interfacial tension values
were optimized to produce Fig. 6. Although
the results give credibility to the idea that a
significant amount of heterogeneous nucleation
may be occurring in the system, the heteroge-
neous nucleation model adds too many degrees
of freedom to the framework to be conclusive.
In order to avoid overfitting, only homogeneous
nucleation was used in the final framework.

Other possible framework configurations in-
clude implementing different growth and disso-
lution mechanisms or switching between mech-
anisms as was mentioned in Sec. 2.2.2. Fig. 7
demonstrates how a transition between growth
mechanisms captures dynamics that were ab-
sent from the calculated profiles in Fig. 5. For
the simulation shown in Fig. 7, a transition
in vaterite’s growth mechanism from diffusion
limited to screw dislocation occurs at a super-
saturation value of 47 and the interfacial ten-
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growth and dissolution mechanisms were diffusion based and interfacial tensions were fitted. Cal-
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Experimental ACC data are shown as the triangles, calculated ACC data are the dashed lines, ex-
perimental vaterite data are the circles, calculated vaterite data are the dash-dot lines, experimental
calcite data are the squares, and calculated calcite data are the solid line.

sion values were again fitted. Using multi-
ple growth mechanisms for vaterite allows for
the short term crossover behavior to be cap-
tured, but choosing a transition point is some-
what arbitrary and similar behaviors can be
observed for a range of supersaturation values
by altering interfacial tension values. Other
growth mechanisms not currently being consid-
ered would be transitioned through in between
these two mechanisms. The multiple growth
mechanism implementation captures polymor-
phic abundance slopes that bear a closer re-
semblance to the experimental data. Unfor-
tunately, the simulations run using multiple
growth mechanisms for vaterite and/or arago-
nite had long term behaviors that were exten-
sively longer than the validation data, so this
tendency would also need to be overcome for
general implementation.

Due to the extent of recent research on cal-
cite’s growth and dissolution rates, more com-
plex mechanisms from literature sources were
considered. ~ Wolthers et al.’s®® mechanism,
with ionic ratio and pH dependence, was im-
plemented for calcite’s growth at low supersat-
uration. A transition between diffusion limited
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and Wolthers et al.’s kinetically limited mech-
anism was found to function well at a super-
saturation around 1.5. Due to the incorpora-
tion of temperature dependence into Plummer
et al.’s*® model, it was implemented for the val-
idation case.

3.3 Optimized Results

The final framework was configured with mix-
ing, homogeneous nucleation (without time
lag), aggregation, diffusion limited growth for
all CaCO, forms except calcite at supersatura-
tions below 1.5 where Wolthers et al.’s®® mech-
anism is used, kinetically limited dissolution
rate in the form of Eq. 13 with the rate con-
stant listed in Table 1 for ACC, diffusion lim-
ited dissolution for vaterite and aragonite, and
Plummer et al.’s?® dissolution mechanism for
calcite. A Nelder-Mead optimization was uti-
lized to fit the intercept and slope parameters
of the interfacial tension model (described in
Sec. 2.2.5). The error kernel being minimized
is based on the root square error between the
polymorphic abundance and TAP extracted ex-
perimental data at all temperatures provided



within Ogino et al.3. The optimized parame-
ters are shown in Table 2. Fig. 8 demonstrates
the performance of the optimized parameters in
the interfacial tension model over a wide range
of temperatures and gives a visual of part of the
error kernel utilized.

One means of visualizing and gauging the suc-
cess of the interfacial tension model with the
optimized parameter values is the metastable
polymorphic abundances across the experimen-
tal temperature range. The metastable stage
is interpreted as occurring after the majority of
ACC dissolves and the IAP plot reaches its sec-
ond flat region (see Fig. 10). A table of times
to reach the metastable stage was included
in Ogino et al.® and was used to define the
framework produced polymorphic abundances
in Fig. 9. The metastable stage can be seen in
Fig. 10 as occurring around six and three min-
utes for the 25°C and 50°C systems. Fig. 9
substantiates the performance of the interfa-
cial tensions model by overlaying the results
on the metastable polymorphic abundances ob-
served by Ogino et al. The short time-scales of
the higher temperatures have better agreement
with the experimental data, but the qualita-
tive shapes were captured — albeit dampened
in amplitude. Deviations between the calcu-
lated values and the experimental data can be
attributed to a compound effect of the approxi-
mations and assumptions introduced within the
framework. As was discussed in Sec. 2.2.2, there
is a large body of literature on calcite’s disso-
lution mechanism. Unfortunately, there is far
less information available on temperature and
composition dependent dissolution mechanisms
of the three other forms of CaCO;. Approxi-
mating ACC’s dissolution rate with a tempera-
ture independent kinetically limited model and
vaterite and aragonite’s dissolution rates as dif-
fusion limited is likely a key factor in the poor
performance of the long timescales.

The TAP plots shown in Fig. 10 can be used
to observe the general timescales at which pro-
cesses are occurring. Within Fig. 10 calcu-
lated TAP traces are compared with experi-
mental data extracted from Ogino et al.? and
that data once correlated with the Pitzer equa-
tion based chemistry.'® The experimental data
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has poor agreement with initial calculated TAP.
It can be noted that during the initial drop
in TAP, nucleation of all forms of CaCOj is
occuring, but the experimental data remains
above ACC’s solubility prior to ACC’s disso-
lution. Once correlated the IAP trace settles to
values below ACC’s solubility. When multiple
polymorphic forms are present, the IAP values
are expected to be below the solubility line of
the currently least stable polymorph, which ini-
tially is ACC. The IAP then maintains a gen-
erally flat trend until the majority of ACC has
dissolved. Such flat trends are known as meta-
stable periods. Then the IAP drops near to the
next least stable polymorph’s solubility, which
is vaterite for both cases shown. This process is
repeated for aragonite and calcite with differing
lengths of metastability between drops, except
at 25°C where aragonite’s metastable region is
not present due to aragonite’s instability at this
temperature. Although the correlated data per-
forms well near ACC and vaterite’s solubilities,
the correlated IAPs become overly low when
aragonite and calcite are predominate. There
are many possible explanations for this occur-
rence, one being probe fouling.

The general behaviors of the IAP and poly-
morphic abundance curves were all captured
reasonably well considering the basic models
used for the particle physics and the assump-
tions made throughout the framework. It is
noteworthy that primarily using diffusion lim-
ited growth and dissolution models was able to
capture the general short timescales of the pro-
cess at a variety of temperatures as can be seen
in Fig. 8. Although many other kinetic mech-
anism are known to be present in CaCOj sys-
tems, the high initial supersaturation allowed
the short time scales to be captured well with
diffusion based models. Calcite had additional
kinetic models enacted for its dissolution and
growth, but due to the system approaching
equilibrium, they had minor effects. The addi-
tion of more growth models for describing ap-
plicable supersaturation regimes for each poly-
morph would likely increase consistency with
the validation data, but this is left as a future
endeavor.

In the TAP plots provided by Ogino et al.,
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Figure 8: Comparison of calculated polymorphic abundance traces (lines) over time with all poly-
morphic abundance data presented within Ogino et al.® (symbols), which range over temperatures.
Experimental ACC data are shown as the left pointing triangle, calculated ACC data are the dashed
lines, experimental vaterite data are the circles, calculated vaterite data are the shorter dash-dot
lines, experimental aragonite data are the right facing triangles, calculated aragonite data are the
longer dash-dot lines, experimental calcite data are the squares, and calculated calcite data are the
solid line. The calculated profiles shown reflect points utilized in optimization search of interfacial
tension model parameter space.
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Table 2: Interfacial tension model parameters from optimization

Polymorph | oasec ue[mJ m=2] | —SF [mJ m=2 K]
ACC -12.6 2.47 x 1072
Vaterite 64.6 3.57 x 1072
Aragonite 96.3 —3.16 x 107!
Calcite 8.94 1.06 x 107!
100 T T T T I’ il
= >
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Figure 9: Comparison of calculated polymorphic abundance traces (lines) at the metastable stage
with experimental data from Ogino et al.® (symbols) over a range of temperatures. The time at
which the system reaches the metastable stage is defined as once the system’s IAP levels out after
the majority of ACC has dissolved. Experimental vaterite data are the circles, calculated vaterite
data are the shorter dash-dot lines, experimental aragonite data are the right facing triangles,
calculated aragonite data are the longer dash-dot lines, experimental calcite data are the squares,
and calculated calcite data are the solid line. The tabulated times from Ogino et al.? were used
to determine the calculated data except for 13°C, which has to use a longer time due to ACC still
being significantly present in the system at the tabulated time.

the information for the initial seconds of the
reaction is masked and unclear due to the time
resolution of the reported data. There is a large
drop in the IAP, but this is shown to occur in
less than one minute. Resolved data for the
initial seconds of the experiment could allow
for greater understanding of mixing and nucle-
ation within the system. In both TAP plots of
the original data there are noticeable and unex-
plained inflection points, prior to reaching the
metastable stage, labeled in Fig. 10 with an
‘a’. The current approach is unable to recre-
ate the inflection points, but it seems plausi-
ble that a secondary form of ACC could be the
cause as discussed in Cartwrigth et al.™ and
Radha et al..™ Alternative causes of the inflec-
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tion points include a change in the dissolution
mechanism of ACC, a bimodal ACC distribu-
tion, non-classical nucleation, or a connection
with heterogeneous nucleation.

To further support the possibility of an addi-
tional variety of ACC existing, it can be noted
that prior to the inflection point, the IAP curve
correlated from Ogino et al. is slightly below
the known solubility of ACC at 25°C and 50°C,
while after the inflection point the IAP stabi-
lizes at a value still well above vaterite’s solu-
bility. All of the other inflection points on the
[AP curves correspond to reaching metastable
states, so it is reasonable to assume that the
observed inflection point also corresponds to a
new metastable state. The final dip in the IAP
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Figure 10: Ion activity product traces at 25°C
and 50°C over time, comparing experimental
and corrected data from Ogino et al.? (wide
gaped and narrow gaped dotted lines respec-
tively) and calculated profiles (solid line). The
solubilities of each polymorph are also shown
for comparison with meta-stable periods (flat
trends) of the particle population, where the
shorter dashed lined is ACC’s solubility, the
dash-dot line is vaterite’s solubility, the doted
line is aragonite’s solubility, and the longer
dashed line is calcite’s solubility. Arrows point
to ‘a’ inflection points that are caused by an
unknown particle phenomena and are not cap-
tured by framework.

curves, corresponding to the final transforma-
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tion to pure calcite, is notably late for the calcu-
lated data. This discrepancy can be better un-
derstood through analysis of the polymorphic
abundance plots.

The polymorphic abundance plots (Fig. 8)
reveal another physical phenomena during the
initial 1.0 — 2.0 minutes at 25°C, 0.5—0.75 min-
utes at 50°C and until near 0.3 minutes at 60°C
and 70°C, which the current particle physics
models do not capture. This phenomena can be
viewed as a longer period of stability for ACC
or as a delay in the nucleation and growth of
the other polymorphs. A longer period of ACC
stability could also be expected if two forms
of ACC were lumped together when calculat-
ing polymorphic abundances. Nucleation in-
duction times were investigated as the cause of
the delay, but the order of magnitude required
to have a similar effect clashes with timescales
predicted in the literature.®> Other possible ex-
planations include an under-prediction of the
initial ACC nucleation or the nucleation of the
polymorphs being heterogeneous rather than
homogeneous. While the cause of the delay re-
mains undetermined, it is evidently a temper-
ature dependent phenomena that becomes less
influential with increased temperatures. As a
repercussion of not capturing the initial delay
with the particle physic models, the interfacial
tension values found to best capture the over-
all system timescales cause the short and long
timescale polymorphic abundances to have de-
viation from the experimentally found values
and the slopes generated by the framework were
generally dampened.

For temperatures 25°C and 50°C as depicted
in Fig. 8, there is a point at which (as observed
in the experimental but not calculated data)
the polymorphic abundance of vaterite becomes
more prevalent than that of calcite.  This
crossover occurs on the short term timescale
and then reverses in the long term. The short
term crossover at 50°C is not shown on the
plot itself, but can be deduced from the poly-
morphic abundances on the long term plot and
metastable polymorphic abundances shown in
Fig. 9. While the crossovers in the long term
plots are due to calcite being the most sta-
ble polymorphic form, the short term crossover



could be attributed heterogeneous nucleation or
to a shift in growth mechanism as was demon-
strated in Sec. 3.2.

4 Conclusions

An overarching mathematical framework has
been proposed to describe complex precipita-
tion processes. The described system involved
the evolution of multiple polymorphic forms
over a range of temperatures. Within the
framework, models describing individual phys-
ical phenomena affecting the precipitation pro-
cess such as nucleation and growth, are coupled
with an aqueous ionic equilibrium-chemistry
model and a mixing model, in order to capture
complete multiphase system dynamics. The
framework presented can provide multiple out-
puts, not all of which had corresponding vali-
dation data, that are of interest within precipi-
tation studies such as PSDs. Additional frame-
work configurations could be tested with alter-
native physical or chemical models such as a
non-classical nucleation models.

Ultimately, a simple configuration that min-
imizes error over unknown variables was im-
plemented to display the framework’s strength.
Through calculated results inter-polymorph ef-
fects were observed as well as dynamics within
each polymorph’s own PSD such as Oswald
ripening. When utilizing optimized parameters
for the interfacial tension model, the framework
was validated through comparison with Ogino
et al.?’s experimental data. The framework,
while only fitting interfacial tension parame-
ters, produced results that resembled the tem-
perature varying experimental data even with
known assumptions and uncertainties. This
framework could be used by experimentalists to
further explore currently relevant physical phe-
nomena such as heterogeneous nucleation and
non-classical nucleation.
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